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DES I G N  G U I DE  

 
This PowerPoint 2007 template produces a 36”x48” 
presentation poster. You can use it to create your research 
poster and save valuable time placing titles, subtitles, text, 
and graphics.  
 
We provide a series of online tutorials that will guide you 
through the poster design process and answer your poster 
production questions. To view our template tutorials, go online 
to PosterPresentations.com and click on HELP DESK. 
 
When you are ready to print your poster, go online to 
PosterPresentations.com 
 
Need assistance? Call us at 1.510.649.3001 
 

 

QU ICK  START 
 

Zoom in and out 
 As you work on your poster zoom in and out to the level 
that is more comfortable to you.  

 Go to VIEW > ZOOM. 
 

Title, Authors, and Affiliations 
Start designing your poster by adding the title, the names of the authors, 
and the affiliated institutions. You can type or paste text into the 
provided boxes. The template will automatically adjust the size of your 
text to fit the title box. You can manually override this feature and 
change the size of your text.  
 
TIP: The font size of your title should be bigger than your name(s) and 
institution name(s). 
 
 

 
 

Adding Logos / Seals 
Most often, logos are added on each side of the title. You can insert a 
logo by dragging and dropping it from your desktop, copy and paste or by 
going to INSERT > PICTURES. Logos taken from web sites are likely to be 
low quality when printed. Zoom it at 100% to see what the logo will look 
like on the final poster and make any necessary adjustments.   
 
TIP:  See if your school’s logo is available on our free poster templates 
page. 
 

Photographs / Graphics 
You can add images by dragging and dropping from your desktop, copy 
and paste, or by going to INSERT > PICTURES. Resize images 
proportionally by holding down the SHIFT key and dragging one of the 
corner handles. For a professional-looking poster, do not distort your 
images by enlarging them disproportionally. 
 

 
 
 
 
 
 

Image Quality Check 
Zoom in and look at your images at 100% magnification. If they look good 
they will print well.  
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QU ICK  START ( con t . )  
 

How to change the template color theme 
You can easily change the color theme of your poster by going to the 
DESIGN menu, click on COLORS, and choose the color theme of your 
choice. You can also create your own color theme. 
 
 
 
 
 
 
 
You can also manually change the color of your background by going to 
VIEW > SLIDE MASTER.  After you finish working on the master be sure to 
go to VIEW > NORMAL to continue working on your poster. 
 

How to add Text 
The template comes with a number of pre-
formatted placeholders for headers and text 
blocks. You can add more blocks by copying and 
pasting the existing ones or by adding a text box 
from the HOME menu.  

 
 Text size 

Adjust the size of your text based on how much content you have to 
present. The default template text offers a good starting point. Follow 
the conference requirements. 

 

How to add Tables 
To add a table from scratch go to the INSERT menu and  
click on TABLE. A drop-down box will help you select rows 
and columns.  

You can also copy and a paste a table from Word or another PowerPoint 
document. A pasted table may need to be re-formatted by RIGHT-CLICK > 
FORMAT SHAPE, TEXT BOX, Margins. 
 

Graphs / Charts 
You can simply copy and paste charts and graphs from Excel or Word. 
Some reformatting may be required depending on how the original 
document has been created. 
 

How to change the column configuration 
RIGHT-CLICK on the poster background and select LAYOUT to see the 
column options available for this template. The poster columns can also 
be customized on the Master. VIEW > MASTER. 

 
How to remove the info bars 

If you are working in PowerPoint for Windows and have finished your 
poster, save as PDF and the bars will not be included. You can also delete 
them by going to VIEW > MASTER. On the Mac adjust the Page-Setup to 
match the Page-Setup in PowerPoint before you create a PDF. You can 
also delete them from the Slide Master. 
 

Save your work 
Save your template as a PowerPoint document. For printing, save as 
PowerPoint of “Print-quality” PDF. 
 

Print your poster 
When you are ready to have your poster printed go online to 
PosterPresentations.com and click on the “Order Your Poster” button. 
Choose the poster type the best suits your needs and submit your order. If 
you submit a PowerPoint document you will be receiving a PDF proof for 
your approval prior to printing. If your order is placed and paid for before 
noon, Pacific, Monday through Friday, your order will ship out that same 
day. Next day, Second day, Third day, and Free Ground services are 
offered. Go to PosterPresentations.com for more information. 
 

Student discounts are available on our Facebook page. 
Go to PosterPresentations.com and click on the FB icon.  
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I. Volume 
The mean, standard deviation, minimum and maximum volume features 
were acquired from the audio waveforms. 
II. Sudden rise/fall  
We captured the occurrence of sudden increase and decrease of volume 
events (i.e., changes in volume during a small time period, with a 
magnitude of change larger than the standard deviation of the volume). 

  Using supervised learning, we created a decision tree for each genre.  
Each trailer data entry has Boolean variables for each genre. With 958 
movie trailers in total, we trained our decision tree on a randomly selected 
80% of our trailers using the MATLAB environment (command: fitctree).  
We then used this tree to predict whether or not the remaining 20% of 
trailers were in a particular genre, and the results were compared to known 
Boolean values (command: predict). We cross-validated this process 40 
times for the ten most common genres in our data set. The average success 
rates are plotted in the Results section of this poster. 
  The binary decision tree provides an adequate success rate. Nonetheless, 
we experimented with the support vector machine (SVM) model as well. 
We created an SVM classifier (command: fitcsvm), used it for 
classification, performed 10-fold cross-validation (command: crossval), 
and noted the obtained accuracy data (command: kfoldLoss).  

A large part of our features were generated via the “OpenCV” computer 
vision analysis package, with code written in Python [1].  
I. Total Run-time/Number of Frames 
Individual frames were counted to get a total run-time of any given trailer 
in terms of frame count. OpenCV can provide the frames per second (FPS) 
for a given trailer as well, from which we obtained the run-time of trailers 
in seconds. 
II. Number of shots 
We detected changes between shots by examining the color histogram for 
each frame, and calculating the chi-square difference between adjacent 
frames’ histograms. When this distance exceeds a certain empirically-
determined threshold, we can conclude with reasonable certainty that a 
shot transition has occurred. 

  Movie trailers are one of the most effective advertising tools for movies. 
Human movie viewers can tell the genre of a movie given the first minute 
of watching its trailer. Viewers have developed this cognitive ability by 
watching countless movies of various genres over time, and have 
subconsciously associated certain cinematic features with specific genres. 
  We aimed to develop an algorithm that mimics this process for computers. 
There were two major parts to this endeavor. The first is the process of 
identifying cinematic features from a large set of trailers of a known genre 
(as determined by www.movie-list.com); the second is training a machine 
learning algorithm to develop classification criteria based on these features 
and genre metadata.  
  Lastly, the generated classification criteria were tested on a set of trailers 
to assess the effectiveness of our approach. 

This work demonstrates the construction of a movie genre classifier using 
features acquired from video and audio portions of movie trailers. A series 
of video analyses using a computer vision library generated numerous 
video features, such as detail scores, dark scenes, color and intensity 
profiles, etc. Temporal and frequency analysis of audio identified sharp 
increases and decreases of volume and frequency spectra. MATLAB 
classifiers trained using these features classified movie genres with success 
rate ranging from 60% to 95%. Of two classifiers, the binary decision tree 
and support vector machine, the latter had approx. an 8% higher likelihood 
of successful classification overall.  
  It is worth noting that our machine learning algorithm’s pipeline has a 
minimum amount of required human interaction. The only step within that 
necessitates human input is providing a genre classification for the initial 
set of movie trailers used for training. The rest of the pipeline is almost 
entirely automated. While this project was tailored to movie trailers, it can 
be adapted more generally to any environment that utilizes computer 
vision/audio-based machine learning. This can include surveillance, video 
tracking, and other applications. 
  Another target of future work is comparing our results with the 
performance of human subjects. Since the definition of a “genre” is rather 
loose, not everyone would agree on the genre of a given trailer. Thus, it’s 
likely that the predictions of a human subject may differ from the genre 
labels in our metadata. We hypothesize that it may even be possible for 
machine learning to outperform humans at this task. 

MOTIVATION(

Video(Features(

A demonstration of shot transition detection. The histograms pertaining to 
the same shot (top, middle) share similar color histograms, while the one 
for a different shot (bottom) displays different color components. (Frozen 
Fever, animation) 
 III. Shot length 
Once the shot transitions were identified, we were able to obtain the 
following features: shot length mean, standard deviation, minimum value, 
and maximum value. 
IV. RGB Component Statistics 
R, G and B components denote the proportion of red, green and blue colors 
for a given pixel. We calculated the average intensities along each of these 
color channels, across pixels and across all frames. 
 

V. Detail Score 
We summed Canny edge detection filter [2] data to estimate frame detail. 

An edge detection filter was used to obtain different detail scores for 
frames with different level of detail. (top) Kung Fu Panda 3, Animation-
Comedy; (bottom) Interstellar, Adventure. 
 
VI. Dark Scenes 
We defined a “dark scene” as consecutive frames of darkness. We recorded 
the minimum, maximum, mean and standard deviation of the lengths of 
these scenes, and the total fraction of frames composed of dark scenes. 

Audio(Features(

III. Frequency components of audio 
The frequencies constituting the audio track were analyzed via Fast Fourier 
Transform. They were bucketed into eleven standard octave bands, and the 
percentage of each octave in the given trailer was recorded. 

MACHINE(LEARNING(ALGORITHM(

Thanks to Dr. Nathan Kutz for his assistance with this project. 

RESULTS((cont.)(

A sample waveform showing a sudden rise (red) and a sudden fall (green) 
 

Block diagram illustrating our overall algorithm pipeline 

The rates of success of classification by our algorithm for top ten most 
popular genres are shown below. The Drama genre had the lowest success 
rate, with 58% and 66% successful classification for binary decision tree 
and SVM respectively. The rest of the genres registered consistently over a 
70% success rate. Compared to binary decision trees, SVM had roughly an 
8% higher success rate overall for any given genre. 

Performing singular value decomposition (SVD) on the feature set can give 
us the covariance of the principal modes in the set.  

  Aside from the first two modes, 
the covariance of the principal 
modes decreased steadily.  Note 
that these modes are not 
equivalent to features, but rather, 
a combination of features present 
in the set. For example, in the 
figure on the upper right, one can 
observe how modes 1 through 4 
are each combinations, to a 
varying degree, of all the 
features. 
  The first mode captures approx. 
8.5% of the energy in the feature 
set. We performed a dimensional 
r e d u c t i o n  b y  m a k i n g 
classifications using the first 
mode only. Surprisingly, the 
difference of success rate 
between single-mode and full-
mode was less than 10%. 


